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Abstract

The North Atlantic oceanic airspace (NAT) is crossed daily by more than a thousand flights, which are greatly affected by strong jet stream air currents. Several studies devoted to generating wind-optimal (WO) aircraft trajectories in the NAT demonstrated great efficiency of such an approach for individual flights. However, because of the large separation norms imposed in the NAT, previously proposed WO trajectories induce a large number of potential conflicts. Much work has been done on strategic conflict detection and resolution (CD&R) in the NAT. The work presented here extends previous methods and attempts to take advantage of the NAT traffic structure to simplify the problem and improve the results of CD&R. Four approaches are studied in this work: 1) subdividing the existing CD&R problem into sub-problems of smaller sizes, which are easier to handle; 2) more efficient data reorganization within the considered time period; 3) problem localization, i.e. concentrating the resolution effort in the most conflicted regions; 4) applying CD&R to the pre-tactical decision horizon (a couple of hours in advance). Obtained results show that these methods efficiently resolve potential conflicts at the strategic and pre-tactical levels by keeping the resulting trajectories close to the initial WO ones.

Introduction

The North Atlantic oceanic airspace (NAT) is crossed daily by more than a thousand flights cruising between North America and Europe [1]. Due to the time zone differences and passenger demands, the NAT traffic mainly contributes to the two opposite-direction flows. The majority of eastbound flights (EBFs) depart from North America in the evening and cross the NAT during the night, while westbound flights (WBFs) depart from the NAT east coast in the morning and cross the NAT in the afternoon. Thus, the traffic distribution in time is non-uniform, with two clear peaks. As a result, the airspace congestion is non-uniform in time as well reaching the maximum around 0400 UTC and 1300 UTC (all times here and after are given in UTC, Coordinated Universal Time format, displaying GMT time, where first two digits stand for hours and last two digits stand for minutes).

Another phenomenon that affects the NAT traffic is the very strong air current, jet stream [2], formed in the upper troposphere flowing from east to west. Such strong winds have an important impact on the flight progress [3-6] and thus, should be taken into account during the Flight Planning (FP) [7]. Numerous studies have been devoted to generating optimal aircraft trajectories in wind fields [8-11]; several of them are applied in the NAT [12-14]. These latter studies reveal that long-haul transatlantic flights benefit in particular from flying Wind-Optimal (WO) routes, and can achieve fuel savings of up to 10% [12]. WO routes for EBFs would follow the jet in order to take advantage from a strong tailwind, while for the WBFs, such routes would go around the jet [4]. As a result, in general, eastbound and westbound WO flows are found to be quite narrow, with high flight concentration within them; and westbound flow in general passes to the north from the eastbound flow.

Finally, an important feature that affects the Air Traffic Control (ATC) in the NAT is the lack of surveillance by radar [1]. As a result, huge horizontal (60 NM) and temporal (10 minutes) separation norms are established between aircraft in NAT in order to guarantee flight safety [15] (compared to the radar-based separation requirements of 5 NM). With the upcoming innovative surveillance and broadcast technologies [16] (such as ADS-B [17]) it is expected that these norms could be reduced by a factor of two [18-20], and several steps in this direction have already been made [21,22]. However, even being reduced to 30 NM and 3 minutes, the separation norms remain quite high. As a result, computed WO trajectories, being efficient for each individual flight [7,12], induce a large number of potential conflicts (violations of separation norms) when evaluated as an ensemble [23,24].

Conflict Detection and Resolution (CD&R) is a complex problem that has been addressed in many different ways for decades [25]. Here, mainly three types of approaches can be distinguished: tactical CD&R [26-29], performed within 30 minutes before a conflict would occur for the flights directly involved in this conflict; pre-tactical CD&R [29-31], performed up to 2 hours before a conflict occurs and
allowing more maneuver flexibility; and strategic CD&R and FP [20,32-36], performed several hours, up to several days, before the takeoff, involving all the flights planned in the airspace for the selected time period. The present paper is an extension of the previous studies [23,24,35,36] on the strategic CD&R for a large-scale airspace.

The CD&R approach developed in [35] and applied to the NAT traffic in [23,24,36] permits to formulate the CD&R problem as an optimization problem minimizing the number of potential conflicts, and then to resolve this problem using a meta-heuristic algorithm, i.e. adapted Simulated Annealing (SA), by delaying aircraft departure times and by smoothly modifying the geometric shape of aircraft trajectories. The algorithm was tested for a month of the NAT traffic, where each day involved up to 1,200 WO trajectories computed based on the flight plan restrictions and the forecast wind fields predicted for this day [12,23]. It significantly reduced the number of potential conflicts, and for the majority of cases, even eliminated them, while keeping the resulting trajectories close to the WO ones [24].

One of the advantages of the developed method is that it is quite general: it takes as an input the aircraft trajectories in terms of the sequences of route points, forecast wind fields, and established separation norms, evaluates the number of conflicts induced by this ensemble of data, and tries to reduce this number by randomly modifying (according to the SA scheme) some of the trajectories with respect to the defined modification maneuvers. Thus, the algorithm can be applied to whichever flight configuration, and not only to the NAT traffic. On the other hand, this generality makes the algorithm “blind”: it does not account for any specifics of the traffic structure (such as flows directions, or flight distribution in time and space), which, in some cases, could be helpful for Conflict Resolution (CR).

The aim of the present study is to investigate how the developed method can be extended in order to take advantages of the NAT traffic features, and whether these modifications can simplify and improve CD&R in the NAT, including improving the computational efficiency of the CD&R algorithm, and improving the quality of the produced results. The paper discusses several ideas on incorporating NAT traffic particularities into the FP and CD&R procedures and is organized as follows. First, the overview of the input data used in simulations and of the previously developed CD&R algorithm is presented in Section I. Next, the algorithm modifications based on the problem decomposition are discussed in Section II. In Section III, another method, based on a simple data reorganization, is presented, which significantly decreases the problem complexity. Further in Section IV, trajectory deformations are restricted to the conflicted areas only in order to reduce the deviations from WO trajectories. Finally, in Section V, the developed strategic algorithm is adapted for pre-tactical CD&R, followed by the conclusion to this research.
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CD     Conflict Detection
CD&R   Conflict Detection and Resolution
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GFS    Global Forecast System
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SCRSA/TW Strategic Conflict Resolution with Simulated Annealing with sliding Time Windows
SCRSA/L Strategic Conflict Resolution with Simulated Annealing with Local trajectory modifications
SCRSA/L/O Strategic Conflict Resolution with Simulated Annealing with Local trajectory modifications and trajectory Optimization
SCRSA/L/TW Strategic Conflict Resolution with Simulated Annealing with Local trajectory modifications and sliding Time Windows
TW     Time Window
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Symbols

\( \alpha, \beta \) = weighting coefficients for different criteria in the optimization problem
\( b_f \) = variable controlling the trajectory deviation of flight \( f \)
\( B \) = total cruising time increase related to the trajectory deviations
\( C_f \) = total number of point-to-point conflicts induced by a set of flights
\( d_f \) = delay of flight \( f \)
\( D \) = total delay over all flights in the flight sets
\( f \) = flight/trajectory index
\( N \) = total number of flights per day
\( N_f \) = number of trajectory points for flight \( f \)
\( q_f \) = 4D trajectory point of flight \( f \)
\( R_{\text{max}} \) = maximal trajectory shape modification rate
\( W \) = an ensemble of forecast wind field for a day
\( z \) = vector of decision variables of the optimization problem
I. Strategic conflict detection and resolution problem formulation

This section first describes the wind and flight data for WO trajectories used in the simulations of the NAT traffic. Then, the Conflict Detection (CD) methodology, applied to record the number of conflicts for the initial WO trajectories, is presented. Next, the CR problem is formulated and the optimization algorithm used to resolve it is described. Finally, some results of the algorithm application are revealed.

A. Wind and flight data

In the present study, the simulations are performed using forecast wind data and calculated WO trajectories for the 30 days of the NAT traffic for July 2012 (from July 2nd to July 31st). Wind data are obtained from the Global Forecasting System (GFS), which is a Numerical Weather Prediction (NWP) model run by National Oceanic & Atmospheric Administration (NOAA) every 6th hour of a day. Four wind forecasts are produced daily by the GFS, for each of which corresponding $u$ (east-west) and $v$ (south-north) wind components are recorded in a 3-dimensional grid, covering the world airspace with 0.5° resolution in longitude and latitude, and 1,000 feet resolution in altitude. An example of forecast wind on July 15th at 0000 UTC at flight level (FL) FL370 (37,000 feet) is shown in Fig. 1 (for the $u$-component, on the top, and for the $v$-component, at the bottom). The jet stream current over the NAT can be easily distinguished from Fig. 1 (top).

For each of the 30 days, the WO trajectories are given, which are generated from the real NAT flight set data by solving the dynamic equations of aircraft motion in wind fields [12] under the constraints from the real data input parameters (origin, destination, departure time, speed, and FL). The optimization is performed under the assumption that each aircraft maintains constant airspeed (Mach number) and FL, which is often the case for a cruising phase of transatlantic flights [1]. A resulting WO trajectory is represented as a sequence of geographical points (longitude, latitude) recorded each minute from the origin airport to the destination airport (omitting takeoff and landing flight phases). It can be equally considered as a sequence of 4D-points with coordinates (longitude, latitude, altitude, time).

Figure 1. Forecast wind field on July 15th 2012 at 0000 UTC at FL370: $u$-component (top) and $v$-component (bottom).
In the simulations for a particular day of the NAT traffic, all the aircraft that are recorded to be in the sky on this day (from 0000 UTC to 0000 UTC on the next day) for any portion of their flight are to be considered. Among them, there are the flights departing on the current day (starting from 0000 UTC), and the flights, departed on the previous day, but landing on the current day (so-called, “transitioning flights”). Both of these flight groups contribute to the traffic (and thus, to the airspace congestion) on the current day, however, only the flights departing on the current day are subject to the strategic FP and CD&R procedures for this day. They are thus denoted as “active flights” for the current day. In contrast to them, the transitioning flights from the previous day are supposed to be planned on that previous day, and are no longer to be modified during the current day FP (on strategic level). These flights are referred as “ongoing flights” for the current day. Note that the transitioning flights are actually considered twice in the simulations for the consecutive days: first, as “active flights” on the day of their departure, and then, as “ongoing flights” on the day of their landing.

B. Conflict detection methodology

By a classical definition, a “conflict” is a violation of the established separation norms, which are to be maintained (vertically, horizontally, and, in some cases, temporally) for any two aircraft in the sky. In the present study, only conflicts detected within the NAT are considered under the reduced separation norms (as stated in the Introduction), which are established to be: 1,000 feet for vertical separation, 30 NM for horizontal separation, and 3 minutes for temporal separation (note, that a commercial aircraft cruising at the highest speed in 3 minutes would cover a distance equal to about 30 NM).

The CD method, elaborated in [35], and adapted to NAT in [23,24,36], is based on the 4-dimensional grid discretizing airspace and time, where each 4D-trajectory point is placed in an appropriate cell depending on its coordinates. The number of “point-to-point conflicts”, \( C_p \), is calculated as the number of point pairs that violate separation norms, where these pairs are taken from the same or neighbor cells of the grid. Further in this paper, however, the number of “trajectory-to-trajectory conflicts” (referred to simply as “the number of conflicts”) is revealed, being a more illustrative measure. A pair of trajectories is in conflict if any pair of their points is in conflict.

Some results of the CD method application are shown in Figs. 2 and 3. For the 30 days of July 2012, there are between 1,000 and 1,200 flights crossing the NAT daily. These aircraft, when flying pre-computed WO trajectories, induce on average 400-600 potential conflicts under established separation (Fig. 2). Note, that both active and ongoing flights contribute to these numbers. In Fig. 3, an example of NAT traffic on July 15th is displayed. The two traffic flows can be clearly seen: EBFs following the jet (blue), and WBFs (black) shifted more to the north. The detected conflicts (red) are mainly situated within these flows with high flight concentration.

Figure 2. Number of flight (blue) and number of conflicts (red) over 30 days of July 2012.
C. Strategic conflict resolution algorithm

The CR method for strategic FP, considered in the present study, was first developed in [35], and then adapted to NAT flights following WO trajectories in the presence of winds in [23,24,36]. First, the CR problem is formulated in terms of an optimization problem. The optimization input data for a particular day of traffic are the four wind fields for this day (for simplicity, referred further as an ensemble, \( W \)), and a set of \( N \) WO trajectories flown on this day. Each such trajectory, \( f (f = 1, \ldots, N) \), is represented as a sequence of 4D points \( q_i^f \) \((i = 1, \ldots, N^f\), where \( N^f \) is the number of points for trajectory \( f \)) in space and time.

CR requires some kind of modification of the initial trajectories. In this paper, two possible actions are considered: flight delay, and trajectory geometrical shape modification. In the first case, a random delay, \( d_f \), is added to the given departure time of flight \( f \). To obtain operationally acceptable results, a flight can be delayed not more than 30 minutes and by an integer number of minutes (\( d_f \in \{0,1,2,\ldots,30 \text{ min}\})\). In the second case, each geographical point of the given trajectory is shifted along an arc on the spherical Earth with the help of a bijection established between this trajectory and a straight-line segment \([0,1]\) on \( xy \)-plane (Fig. 4). The straight-line segment deformation, and the corresponding shift of the trajectory points are performed using a cosine-like function. The choice of the function is conducted by the goal of keeping the resulting trajectory as smooth as the initial WO one. The function curvature is controlled independently for each flight \( f \) with a single real variable, \( b_f \) \((b_f \in [-1,1]\)), which is adjusted during the optimization process; and globally for the entire flight set with a shape modification rate, \( R_{max} \). \( R_{max} \) is a user-defined parameter which restricts the rate (in percent) of the maximum allowable length increase of the straight-line segment being deformed with the cosine-like function. Note, that the corresponding rate of the length increase of a trajectory being deformed on the spherical Earth may be greater or less than \( R_{max} \) depending on the particular trajectory position regarding the sphere curvature. More detail on the shape modification can be found in [24, 36].
The values of $d^j$ and $b^j$ over the $N$ flights form a vector of the optimization decision variables: $z = (d^1, b^1, ..., d^N, b^N)$. The only optimization problem constraints are the boundary constraints on the decision variables. In the simplest formulation of the problem, presented here, the computational effort is made to conflict reduction only. The objective function to be minimized is, thus, given by the total number of point-to-point conflicts, $C_t$, induced by the set of modified trajectories corresponding to the variables $z$ in the current wind conditions, $W$, (1):

$$\min_z C_t(z)$$ (1)

To obtain better solutions, additional optimization criteria, such as departure delay and flight cruising time [24], may be included into the objective function (1). The corresponding formulation is presented in Section IV.C. As the number of conflicts, $C_t$, cannot be explicitly expressed in terms of decision variables, $z$, the problem is a complex high-dimensional mixed-integer derivative-free (“black box” type) optimization problem. Thus, it was chosen to address this problem with a stochastic meta-heuristic method. The developed algorithm adapts and extends a classical Simulated Annealing (SA) algorithm [37], which arises from the thermodynamics theory of metal annealing. It is referred to in this paper as Strategic Conflict Resolution with Simulated Annealing (SCRSA).

The SCRSA is initialized with the current solution, $z_0$ (the given set of WO trajectories), for which the number of detected conflicts is computed. Next, two consecutive iterative processes are executed, which are traditionally referred to as “heating” and “cooling”. During “heating” the “initial temperature” is calculated, which is the SA parameter needed to start the “cooling”. Usually, the “heating” is performed much faster than “cooling”, thus, in this paper, when comparing different versions of the SCRSA, only the number of iterations during “cooling” process is considered as the measure of the algorithm efficiency. Each such iteration involves a fixed number of evaluations. At each evaluation, the SCRSA generates a neighbor solution, $z$, by applying random modification maneuvers (delay or shape modification) to several appropriately chosen trajectories, and calculates the corresponding number of conflicts. The new solution is accepted or rejected according to the classical SA scheme (with some modifications aimed at improving the algorithm convergence). This step is repeated, until the conflict-free solution ($C_t = 0$) is found, or the maximum number of evaluations is achieved. In the latter case, the “initial temperature” is decreased according to the chosen SA scheme (which is known as “cooling”), and the SCRSA proceeds to the next iteration. More detail on the presented method can be found in [35,36].

D. Results of the basic conflict resolution algorithm

By applying departure time and trajectory shape modification maneuvers to the complete WO trajectories (from the origin to the destination), the SCRSA shows high efficiency in CR. For example, with the 2% shape modification rate ($R_{max}=2\%$), the algorithm manages to resolve all the conflicts for all 30 days of July being simulated. An example of the trajectory set obtained after resolution with $R_{max}=2\%$ for July 15th is shown in Fig. 5, top. Figure 5, bottom, displays the results of the CR for the same day, but with $R_{max}=1\%$. As it can be seen, in this latter case several conflict points still remain in the resulting solution.

There are several possible explanations to this phenomenon. First, the WO trajectory set on July 15th may be too constrained initially, and the search space given by the $R_{max}=1\%$ is not rich enough to allow conflict-free configuration. Second, the set of active trajectories on July 15th may be additionally constrained by the set of ongoing flights departed on July 14th, which is different in general for the CR with different parameters (e.g., with $R_{max}$). Finally, the inability to find a conflict-free flight configuration may arise from the nature of the SCRSA: as any stochastic algorithm, SA does not guarantee that the yielded solution is indeed the globally optimal one, and generally speaking, it can converge towards a local minimum.

However, the presence of a small number of conflicts in the strategic CR results is not very critical, as in any case such results are subject to uncertainties arising from different sources, including the errors in the forecast wind fields [38-40]. Due to such uncertainties, unpredicted conflicts tend to reappear when a
conflict-free solution, yielded by the SCRSA based on the forecast wind, in evaluated over the real winds experienced by aircraft en-route (see [41] for more detail). Thus, the strategic CR gives only the preliminary results aimed at reducing the number of conflicts, and any unresolved conflicts are to be tackled during pre-tactical and tactical CR.

In addition to the efficiency of the CR, the goal of the present study is to preserve the optimality of the trajectories as far as possible. By comparing Fig. 5, top and bottom, it can be easily seen that trajectory deviations for $R_{max}=1\%$ are much smaller. Thus, such trajectories are closer to the initial WO ones. Few other comparison characteristics, averaged over the 30 days of July, for these two cases are presented in Table 1. The CR with $R_{max}=1\%$ requires, in general, more computations, as the search space is more constrained. On the other hand, as expected, it produces better results in terms of trajectory length and total cruising time increase (by almost double), and thus, better trajectory optimality. To conclude, both shape modification rates are assumed to be theoretically feasible.

Though the SCRSA seems to be quite efficient for CR, further research is needed to verify whether it can be improved when incorporating the NAT traffic features. The next section presents several methods on how the computational efficiency of the SCRSA can be addressed.

**II. Improving computational efficiency by problem decomposition**

One of the approaches that can potentially improve the computational efficiency of the basic algorithm, SCRSA, is to subdivide the existing CD&R problem for the whole day of NAT traffic into sub-problems of smaller size, which are easier to handle. This section proposes several ideas for such subdivision.

![Figure 5. Trajectory set on July 15th 2012 after conflict resolution with 2% shape modification rate (top) and 1% shape modification rate (bottom) (conflict point marked with red).](image-url)
A. Flight and conflict distribution over flight levels

The first idea that comes to the mind when thinking about the problem decomposition is to treat the EBFs and WBFs independently. Indeed, they seem to be separated in time, due to the departure times, and in space, due to jet-dependent WO flows (as discussed in the Introduction); and doing so could reduce the problem by half. To validate this assumption, the number of conflicts was recorded independently for EBFs and WBFs, as well as the number of conflicts occurring between EBFs and WBFs (referred to as “mixed”). As can be seen from Fig. 6, about 15-20% of initial conflicts are of “mixed” type. This means, that EBFs and WBFs are not actually completely separated, and still interact at certain time periods.

On the other hand, when evaluating flight distribution over altitudes (Fig. 7), it can be noted, that EBFs in general occupy odd FLs (e.g. FL330, FL350, FL370), while WBFs mainly cruise on the even FLs (e.g. FL340, FL360). However, even being valid for the majority of flights, this rule does not apply to every flight (Fig. 7). It can be further observed that the wind field structure does not change significantly between the adjacent FLs, and the changes mainly affect the wind magnitude and not the direction. Figure 8 displays an example of wind fields on July 15th at 0000 UTC for the three adjacent FLs: FL350, FL360 and FL370 (as it can be seen from Fig. 7, these FLs are the most occupied ones). As a result, WO trajectories for the same origin/destination airport pairs are quite close or even identical (in horizontal profile) for the adjacent FLs. An example of such trajectories between London, Heathrow International Airport (EGLL) and New York, J.F. Kennedy International Airport (KJFK) is shown in Fig. 9 (for EBFs, on the left; and for WBFs, on the right).

The above observations give an idea that the EBFs and WBFs can be “artificially” separated by FLs: an EBF occupying an odd FL is moved up to the adjacent even FL, and a WBF cruising on the even FL is moved up to the adjacent odd FL (increasing a FL is in general more efficient than decreasing in terms of

### Table 1. Comparison of conflict resolution with different shape modification rates.

<table>
<thead>
<tr>
<th></th>
<th>$R_{max} = 2%$</th>
<th>$R_{max} = 1%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of days with conflict remaining after CR</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Total number of conflicts remaining after CR over all days</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>Average number of iterations to find a conflict-free solution</td>
<td>6.0</td>
<td>8.2</td>
</tr>
<tr>
<td>Average execution time to find a conflict-free solution, sec.</td>
<td>13.0</td>
<td>26.6</td>
</tr>
<tr>
<td>Mean trajectory length increase, %</td>
<td>0.29</td>
<td>0.13</td>
</tr>
<tr>
<td>Maximum trajectory length increase, %</td>
<td>4.8</td>
<td>3.3</td>
</tr>
<tr>
<td>Mean cruising time increase, %</td>
<td>1.11</td>
<td>0.63</td>
</tr>
<tr>
<td>Maximum cruising time increase, %</td>
<td>8.3</td>
<td>7.9</td>
</tr>
<tr>
<td>Percent of deviated trajectories, %</td>
<td>35.7</td>
<td>36.9</td>
</tr>
<tr>
<td>Mean delay, minutes</td>
<td>4.9</td>
<td>5.1</td>
</tr>
<tr>
<td>Percent of delayed trajectories, %</td>
<td>31.2</td>
<td>32.4</td>
</tr>
</tbody>
</table>

Figure 6. Number of initial conflicts recorded between eastbound flights (red), westbound flights (green), and eastbound/westbound flights (purple).
fuel consumption). In doing so, the opposite-direction traffic can be treated independently, as it is presented in the next section. Fig. 10, top, displays the new flight distribution over FLs obtained after the EBFs and WBFs are separated. As can be noted, it is more uniform between the FLs than for the initial data. Not surprisingly, the conflict distribution (Fig. 10, bottom) repeats the flight distribution, and is also more uniform for separated EBFs/WBFs.

As can be observed from Fig. 10, the FLs the most affected by the flight displacement are FL350, FL360 and FL370. Figure 11 presents a comparison of the number of flights occupying these FLs for the two flight sets: initial and obtained after the flight displacement. The number of flights at FL360 is significantly increased; the number of flights at FL350 is decreased noticeably, while the decrease of the number of flights at FL370 is less visible. As a result, after the displacement the flights are more evenly distributed between the most frequently used FLs. However, this fact does not improve the conflict situation for the initial WO trajectories. Indeed, though the conflicts are distributed more evenly (Fig. 10, bottom), their total number is increased by about 10%, as shown in Fig. 12, top. Figure 12 also displays the number of conflicts recorded independently for the three most frequently used FLs before and after the flight displacements. It can be noted that this number is not affected greatly for the odd (eastbound) FLs (FL350 and FL370), while the number of conflicts for the FL360 (assigned to WBFs) is significantly
increased, by almost twice on average. This could be one possible explanation to the fact why initially a non-negligible percent of WBFs occupied the adjacent odd FL. In general, there are between 115 and 175 flights that are moved to adjacent FLs daily, which is about 15% of the total number of flights departing each day. Evidently, displacement to another FL affects the flight efficiency. However, some flights may even benefit from such a displacement in terms of the total cruising time, which can be decreased due to more favorable winds on the adjacent FL. On average, these flights constitute about 35% of the total number of affected flights. The number of flights with benefits and penalties in total cruising time due to the FL changes is shown in Fig. 13. Figure 14 displays the distribution of the number of flights over the delay (in seconds) in the total cruising time, where the negative delay means time savings. As it can be seen from Fig. 14, the majority of flights lose about 10-30 seconds on their cruise; and the maximal loss in time does not exceed two minutes for all the affected flights, which constitutes less than 1% of the total cruise duration. It is assumed that the possible fuel losses related to the FL changes are not meaningful between adjacent FLs. Thus, the possible disadvantages of such an artificial EBFs/WBFs separation are assumed to be negligible. The possible benefits are discussed in the following sections.

**B. Conflict resolution separately for eastbound and westbound flights**

Once the EBFs and WBFs are completely separated by different FLs, they can be treated independently, consecutively or in parallel, during the CR. In the present study, the SCRSA is adapted to perform consecutive CR for EBFs and WBFs. The algorithm is initialized and executed twice for each day and the results of both executions are merged to obtain the complete traffic situation for a day. This version of the SCRSA is further referred to as SCRSA/EW.
In order to perform a fair comparison of the SCRSA/EW and basic SCRSA, both algorithms are applied to the same data. The results presented in Section I.D were obtained for the case when EBFs and WBFs shared the FLs. The results of the SCRSA execution with 2% shape deviation rate for the case of separated FLs, discussed in this section, are summarized in Table 2. The first conclusion that can be made on comparing these results with those given in Table 1 (refer to middle columns) is that the case of separated EBFs/WBFs tends to be more difficult to resolve. Indeed, the number of iterations executed before the conflict-free solution is found, as well as the total computational time is slightly increased for this case. Moreover, there is one day, i.e. July 15th, when the algorithm failed to find a conflict-free flight set. This is surely related to the fact that the initial number of conflicts is also greater for this case (Fig. 12). In addition to this, the same issues discussed in Section I.D may affect the algorithm performance in terms of CR. The conflicts could remain due to the stochastic nature of the SA operations; or, otherwise, due to the possibility that the CR for the previous day (July 14th) produced such configurations of transitioning flights that created more constrains for the next day traffic. Indeed, the only remaining conflict is detected between an active flight and an ongoing flight. However, in terms of the trajectory optimality (including trajectory length and cruising time increase, delays, percent of delayed and deviated flights) the results for the both data sets seem to be equivalent.

The right column of Table 2 presents the results of the SCRSA/EW, executed for the same flight sets with $R_{max}=2\%$. Here again, the conflicts remain on July 15th between the EBFs. In terms of the trajectory optimality, the results of the SCRSA/EW and SCRSA are also very similar. It seems, that on average the CR for WBFs takes a little bit more time than for the EBFs (comparing the number of iterations executed before the conflict-free solution is found); while for some specific days these are the EBFs that are constrained more. Moreover, it can be seen that each of the independent SCRSA/EW executions for EBFs and WBFs requires about half as many iterations (remind, the iterations of “cooling” process) than the SCRSA execution for the complete traffic. However, the total executional time of the SCRSA/EW is
Figure 12. Number of conflicts, total (top) and recorded independently for (from top to bottom) FL350, FL360 and FL370, over the 30 days in the case when eastbound and westbound flights may occupy the same FLs (mixed E/W) and in the case when these flights are separated (separated E/W).
about two times greater than that of the SCRSA. It can be explained by the fact that SCRSA/EW is to be initialized twice (once for eastbound and once for westbound traffic), the “heating” is to be performed twice (note, that while the “heating” is usually quite fast, it can also take some non-negligible time in particular cases), and the obtained results are to be merged in order to generate the statistics for the complete traffic. As a result, the consecutive version of the SCRSA/EW does not reveal significant benefits comparing to the SCRSA. However, as mentioned above, the processing of EBFs and WBFs can be easily parallelized, which could be promising in the conditions of the increasing traffic in the NAT.

C. Conflict resolution separately for flight levels

The next idea on how the problem complexity can be reduced is to perform CD&R separately by FLs. Indeed, for the study case, each aircraft maintains constant speed and FL from its origin to the destination. Thus, aircraft from different FLs never interact and can be considered independently. The version of the SCRSA adapted to perform consecutive CR independently for each FL is referred to as SCRSA/FL. SCRSA/FL requires initialization 21 times, which is the number of FLs available for cruise within the NAT; and then the results of the independent computations are to be merged. The simulations were performed with $R_{max} = 2\%$ and for the case when the EBFs and WBFs were separated. Table 3 reveals some results of these simulations recorded independently for the three mostly occupied FLs, and for the complete set of NAT flights after merging.

The results of the SCRSA/FL are equivalent to those of the SCRSA and SCRSA/EW (Table 2) in terms of the trajectory optimality, and in terms of the number of resolved conflicts as well: the remaining conflict, occurring at FL350, is still detected for July 15th. In terms of the computational time, the CR for a
single FL is found to be simpler than for the total flight set. For the majority of FLs, the number of aircraft and the number of conflict is so small that SCRSA/FL resolves all of them within a single iteration. For the mostly frequently used and congested FLs, i.e. FL350, FL360 and FL370, conflict-free solutions are also found much faster (in about 2-3 iterations on average) than for the total flight sets (refer to Table 2, SCRSA). However, the total computation time of the SCRSA/FL is about 1.5 times greater than that of the SCRSA/EW. It is again explained by the necessity to perform the initialization and “heating” several times; and to merge the final results. Thus, in the current conditions, consecutive CR independently for all FLs does not reduce computational time. However, similar to the SCRSA/EW, the SCRSA/FL can be simply parallelized, which could be useful in application to problems of increased traffic density.

D. Conflict resolution with sliding time windows

The next idea on how the initial problem can be subdivided into sub-problems arises from the fact that all the NAT flights are spread in time, and so are the detected conflicts. Thus, for example, a flight departing at 0100 UTC will never interact with a flight departing at 1800 UTC, and so, it is not necessary to treat them as an ensemble. To separate CR in time, a method of overlapping sliding time windows (TWs) is developed. In this case, only the flights present in NAT within a predefined TW are considered for CR. Once these flights are safely separated, the TW is shifted to overlap with the previous one. The concept of active and ongoing flights introduced to manage the consecutive-days traffic can be easily extended to the case of the consecutive TWs. The flights that entered the NAT during any previous TW

<table>
<thead>
<tr>
<th>Table 2. Performance of the SCRSA and the SCRSA/EW (separated EBFs/WBFs, 2% shape modification rate).</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of days with conflict remaining after CR</td>
</tr>
<tr>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>Total number of conflicts remaining after CR</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
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<td>Average number of iterations to find a conflict-free solution</td>
</tr>
<tr>
<td></td>
</tr>
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<td></td>
</tr>
<tr>
<td>Average execution time to find conflict-free solution, sec.</td>
</tr>
<tr>
<td>Mean trajectory length increase, %</td>
</tr>
<tr>
<td>Maximum trajectory length increase, %</td>
</tr>
<tr>
<td>Mean cruising time increase, %</td>
</tr>
<tr>
<td>Maximum cruising time increase, %</td>
</tr>
<tr>
<td>Percent of deviated trajectories, %</td>
</tr>
<tr>
<td>Mean delay, minutes</td>
</tr>
<tr>
<td>Percent of delayed trajectories, %</td>
</tr>
</tbody>
</table>
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<tr>
<th>Table 3. Performance of the SCRSA/FL (separated EBFs/WBFs, 2% shape modification rate).</th>
</tr>
</thead>
<tbody>
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<td>Number of days with conflict remaining after CR</td>
</tr>
<tr>
<td>---------------------------------------------------------------</td>
</tr>
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<td>Total number of conflicts remaining after CR over all days</td>
</tr>
<tr>
<td>Average number of iterations to find a conflict-free solution</td>
</tr>
<tr>
<td>Average execution time to find a conflict-free solution, sec.</td>
</tr>
<tr>
<td>Mean trajectory length increase, %</td>
</tr>
<tr>
<td>Maximum trajectory length increase, %</td>
</tr>
<tr>
<td>Mean cruising time increase, %</td>
</tr>
<tr>
<td>Maximum cruising time increase, %</td>
</tr>
<tr>
<td>Percent of deviated trajectories, %</td>
</tr>
<tr>
<td>Mean delay, minutes</td>
</tr>
<tr>
<td>Percent of delayed trajectories, %</td>
</tr>
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</table>
and remain in the NAT for the current TW (ongoing flights) can no longer be modified, as they were planned on the previous step; and the flights that enter the NAT during the current TW (active flights) are to avoid conflicts with the existing traffic.

The method of sliding TWs has been applied successfully for some other applications (see [42] as an example). In the present study, the extended version of the SCRSA that implements sliding TWs concept is referred to as SCRSA/TW. It was first applied to the initial data of WO trajectories in the NAT (as presented in Section I.A, where EBFs and WBFs share the FLs). The results of these simulations are presented in Table 4, middle column. The TW duration for this case was set to two hours, while the sliding shift was equal to one hour. Thus, each 2-hour TW overlaps with the previous one by one hour. The shape modification rate was again restrained to 2%.

As it can be seen from Table 4 (refer to middle column), the SCRSA/TW failed to resolve all conflicts on almost half of the days considered, for which the basic SCRSA easily found conflict-free solutions (Table 1). Investigation of these cases in detail reveals that the majority of the remaining conflicts occur between an EBF almost finishing its route, and a WBF just departing. These conflicts are, thus, due to the fact that the EBF can no longer be modified, as it was planned in one of the previous TWs, and the WBF does not have enough time and space to avoid the head conflict. However, once the EBFs and WBFs are separated by FLs, this issue is completely resolved, as can be observed from Table 4, right column. This reveals another advantage of such an EBFs/WBFs separation.

Analyzing the results produced by the SCRSA/TW for separated EBFs/WBFs (Table 4, right column) one can conclude that they are qualitatively similar to those produced by the previously discussed methods (Tables 2,3). The SCRSA/TW also failed to resolve all the conflicts for July 15th. This day seems to be indeed much more constrained than the others. In terms of the algorithm performance, the SCRSA/TW resolves conflicts easier, in general, for a single TW a smaller number of aircraft are considered within a TW. For the majority of TWs only a single iteration is performed for CR, and for some TW no CR is necessary. Table 4 displays the number of iterations needed to obtain a conflict-free solution for the three most difficult TWs, i.e. 0100-0300 UTC, 1000-1200 UTC, and 1100-1300 UTC. However, the total computational time of the SCRSA/TW is much greater than that of the SCRSA (and all its modifications discussed previously). It is also explained by the fact that the CR iterative processes are launched several times. Moreover, in the SCRSA/TW, the same flights are treated within several TWs (as long as they are present in the NAT) and thus, they are considered several times for the same day. As a result, the cumulative number of flights being treated daily is significantly increased. This was not the case for the SCRSA/EW and the SCRSA/FL, where each flight was treated just once for each day. The presented results lead to the conclusion that implementing sliding TWs does not seem to significantly improve the CR. However, this method has another important application that is discussed later.

Table 4. Performance of the SCRSA/TW (2% shape modification rate).

<table>
<thead>
<tr>
<th></th>
<th>Mixed E/W</th>
<th>Separated E/W</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of days with conflict remaining after CR</td>
<td>12</td>
<td>1</td>
</tr>
<tr>
<td>Total number of conflicts remaining after CR over all days</td>
<td>20</td>
<td>3</td>
</tr>
<tr>
<td>Average number of iterations to find a conflict-free solution</td>
<td>1.3</td>
<td>1.1</td>
</tr>
<tr>
<td>TW 0100-0300 UTC</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TW 1000-1200 UTC</td>
<td>1.1</td>
<td>1.5</td>
</tr>
<tr>
<td>TW 1100-1300 UTC</td>
<td>1.0</td>
<td>1.1</td>
</tr>
<tr>
<td>Average execution time to find a conflict-free solution, sec.</td>
<td>130.2</td>
<td>140.0</td>
</tr>
<tr>
<td>Mean trajectory length increase, %</td>
<td>0.30</td>
<td>0.27</td>
</tr>
<tr>
<td>Maximum trajectory length increase, %</td>
<td>4.4</td>
<td>4.2</td>
</tr>
<tr>
<td>Mean cruising time increase, %</td>
<td>1.09</td>
<td>1.08</td>
</tr>
<tr>
<td>Maximum cruising time increase, %</td>
<td>11.7</td>
<td>10.8</td>
</tr>
<tr>
<td>Percent of deviated trajectories, %</td>
<td>35.4</td>
<td>39.3</td>
</tr>
<tr>
<td>Mean delay, minutes</td>
<td>5.0</td>
<td>5.5</td>
</tr>
<tr>
<td>Percent of delayed trajectories, %</td>
<td>31.7</td>
<td>34.8</td>
</tr>
</tbody>
</table>
Comparison of the problem decomposition methods

This section presents an additional comparison of the presented methods based on the problem decomposition into sub-problems, in order to justify the conclusions made in the previous sections. Here, the CR is performed for separated EBFs and WBFs, and with 1% shape modification rate, to see how the solution is different with smaller trajectory modifications. The obtained results are summarized in Table 5. Here, the number of iterations for the SCRSA/EW is given for EBFs/WBFs; the number of iterations for the SCRSA/FL is given for FL350/FL360/FL370; and the number of iterations for the SCRSA/TW is given for the TWs 0100-0300 UTC / 1000-1200 UTC / 1100-1300 UTC.

All the presented methods demonstrate similar efficiency in the CR, not managing to resolve conflicts for three or four days (July 15th always among them, as well as July 13th which also seems to be complicated for the CR). One can notice again that the case when EBFs and WBFs are separated by FLs is more difficult for CR (compare the number of iterations and the execution time with the results from Table 1, right column). Furthermore, the algorithms also demonstrate similar efficiency in terms of the trajectory optimality. As expected these results are about two times better in terms of trajectory length and cruising time increase than when $R_{max}=2\%$ is considered (compared to the corresponding values from Tables 2, 3 and 4). As for the delays to the departure times, their distribution is affected neither by the choice of the algorithm, nor by the choice of $R_{max}$.

As can be seen from Table 5, the most meaningful difference between the algorithms is observed regarding the computational time. All the versions of the SCRSA based on the problem decomposition solve each sub-problem of the CR problem in fewer iterations and less computational time, but the total computational time is higher than that of the basic SCRSA. Improving the computational efficiency can be further achieved by parallelizing the SCRSA/EW and SCRSA/FL. As for the SCRSA/TW, it cannot be parallelized, as the CR in each TW depends on the results from the previous TW. However, the possibility to treat the traffic by small portions allows expanding the range of applicability of the developed method to the pre-tactical FP and CR, as discussed in Section V.

### III. Improving resolution efficiency by data reorganization

A different approach that can potentially improve the computational efficiency of the basic SCRSA algorithm arises from analyzing the results of the CR for consecutive TWs. This analysis gives an idea, of how the one-month traffic can be reorganized in order to decrease the initial problem complexity without the loss of generality. This idea is developed further in this section.
A. Flight and conflict distribution in time

From the results obtained by SCRSA/TW (Section II.D, II.E) it is noted that the most difficult resolution problems occur in the TWs at the beginning of the day, approximately from 0100 UTC to 0500 UTC. Indeed, all the remaining conflicts are detected for this particular time period. This period is characterized by the presence of non-negligible number of ongoing flights (that departed on the previous day). The CR for such flights is performed on the day of the departure; thus, for the current day, ongoing flights are considered as “hard constraints” which the active flights (departing on this current day) are to avoid. Figure 15 displays an example of the distribution of the total number of flights in the NAT (blue), as well as the number of active (red) and ongoing (green) flights, within a 24-hour time period (from 0000 UTC to 0000 UTC on the next day) for July 15th. The period when the active flights would conflict with the ongoing flights is clearly distinguished. It corresponds to the first, night-time, peak of traffic, related to the EBFs. The second traffic peak, induced by the WBFs is detected in the afternoon. Figure 16 displays the distribution of the initial number of conflicts for the given set of WO trajectories (when EBFs and WBFs share the FLs), which reflects exactly the flight distribution from Fig. 15. The ongoing flights contribute significantly to the first peak of conflicts: the majority of conflicts remaining after the CR (whichever is the CR method) occur between an ongoing flight that departed late on the previous day, and an active flight departed early on the current day, which cannot avoid by any means the ongoing flight.

On the other hand, as mentioned in the Introduction, the departure time distribution is not uniform for the NAT traffic. Figure 17 demonstrates an example of the departure time distribution within the 24-hour time period for July 15th. As it can be seen, a large number of EBFs (red) start to depart from North America around 2000 UTC. These flights cross the NAT early in the morning the next day and contribute significantly to airspace congestion within this period. At the same time, the number of departures in the
period just before, around 1800-1900 UTC is much smaller. In Fig. 18, the distributions of the minimum (blue), maximum (green) and average (red) values of the number of departures over the 30 days are presented. As it can be noted, the corresponding curves are very similar, thus, without loss of generality, one can consider the average value for the further analysis. In Fig. 19, this averaged distribution of the number of departures is displayed (in red) as a ratio to the maximum number of departures. In addition to this, Fig. 19 shows (in blue) the distribution of the number of flights in the NAT as a ratio to the maximum number of flights also averaged over 30 days. As it can be expected, the peaks of the NAT traffic follow the peaks of the departures with some time shift. It can be further observed that the
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**Figure 17.** Distribution of the number of departures (all flights, eastbound flights and westbound flights) over 24-hours time period for July 15th 2012.
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**Figure 18.** Distribution of the number of departure over 24-hours time period for the 30 days of July 2012 (minimum, maximum and average values).
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**Figure 19.** Distribution of the number of departures (red) and the number of flights in NAT (blue) as a ratio to the corresponding maximum numbers averaged over the 30 days within 24-hours time period.
minimum of both the number of flights in the NAT and the number of departures simultaneously is achieved approximately between 2000 UTC and 2200 UTC.

The above observations give an idea that a “normal day”, i.e. the period of 24 hours, from 0000 UTC to 0000 UTC on the next day, for which a set of flights is planned and conflicts are resolved, can be shifted back by several hours. For example, a 24-hours period from 2100 UTC on the previous day to 2100 UTC on the current day can be considered instead of the “normal day”. The exact period does not really matter from the strategic point of view. When the FP is performed consecutively for several days (e.g. for a month), this approach does not affect the total number of flights (also for a month) being treated. On the other hand, the number of flights, which are treated for each particular day, depends on the considered 24-hours period. Figure 20 displays this dependence of the number of flights, including all flights (blue), active flights (red) and ongoing flights (green), and the number of conflicts (violet) on the day period (all values averaged over the 30 days). The x-axis displays the values for the “start time” of the 24-hours period. As can be noted from Fig. 20, the least number of flights per day, the least number of ongoing flights (being “hard constraints”), and the least initial number of conflicts is detected for the start time 2100 UTC, i.e. when the day period from 2100 UTC on the previous day to 2100 UTC on the current day is considered. The next section presents the results of CR for the traffic over the 30 days of July 2012 considered within these new, less restricted 24-hour time periods.

B. Conflict resolution for revised planning intervals

The CR within the shifted day interval, from 2100 UTC to 2100 UTC, was performed for the five test cases: for the case when EBFs and WBFs shared the FLs resolved by the SCRSA, and for the case when EBFs and WBFs are separated by FLs resolved be the SCRSA, the SCRSA/EW, the SCRSA/FL, and the SCRSA/TW. First, the shape modification rate was set to 1%. The corresponding results are summarized in Table 6. Again, the number of iterations for the SCRSA/EW, the SCRSA/FL, and the SCRSA/TW is given for EBFs/WBFs, for FL350/FL360/FL370; and for the TWs 0100-0300 UTC/1000-1200 UTC/1100-1300 UTC respectively. The first observation that can be made from Table 6 is the extreme efficiency of the CR for this shifted day interval. Indeed, all the conflicts are resolved for all the 30 days of NAT traffic and for all the 5 test cases. Moreover, the number of iterations and the computational time are mainly decreased comparing to the CR for the “normal day” (Tables 1 and 5). As for the results in terms of the trajectory length and cruising time increase and delays, they are comparable to those obtained previously for the “normal day”.

From the above observations, it can be concluded that considering a shifted day interval is very beneficial for the CR. Moreover, as the search space with 1% shape modification rate is rich enough to permit the complete conflict elimination, one could think to reduce $R_{max}$ in order to further restrict the trajectory deviations. Thus, the five test cases discussed above were considered for the CR with $R_{max}=0.5%$. The corresponding results are summarized in Table 7. As can be seen, the CR is still
extremely efficient: all conflicts are resolved. The computational time of the CR with $R_{\text{max}}=0.5\%$ is doubled (for all the methods) comparing to the CR with $R_{\text{max}}=1\%$ (Table 6), which is not surprising. On the other hand, as expected, the trajectory length and cruising time increase are about two times less in this case. One could also notice a slight increase in the number of delayed and deviated flights for the case with $R_{\text{max}}=0.5\%$, which is due to the more constrained search space.

The examples of the resulting trajectories on July 15th obtained by the basic SCRSA for the “mixed” EBFs/WBFs for the shifted day interval are presented in Fig. 21, for 1% shape modification rate on the top, and for 0.5% shape modification rate at the bottom. The trajectory set in Fig. 21, top, looks very similar to that obtained for the “normal” day interval (Fig. 5, bottom) except, evidently, the conflict points. The trajectory set in Fig. 21, bottom, is visibly less dispersed than that on the top, and is closer to the initial WO trajectory set (Fig. 3). Using smaller shape modification rate is obviously preferable.

To conclude, it is found that a simple approach of shifting the “normal day” for strategic planning by three hours has a significant impact on the CD&R: conflicts are resolved much more easily, and with less modification maneuvers applied. Thus, this strategy is found to be very advantageous for strategic planning, and is used for further simulations.
IV. Improving resolution quality by local maneuvers

The next approach that can potentially improve the quality of the solution yielded by the basic SCRSA algorithm in terms of trajectory length and cruising time increase arises from analyzing the structure of the conflict patterns, and consists of applying local trajectory shape modifications. It is developed further in this section.

A. Local trajectory modification maneuvers

In the previous sections, the ideas for the improvement to the basic SCRSA algorithm arose from the analysis of the NAT traffic structure. In this section, the focus is shifted to the analysis of the conflict structure. Here, as described in the previous study [41], two main conflict patterns can be distinguished in NAT: “continuous conflicts”, when two trajectories remain in conflict for a great portion of their length, and “spot conflicts”, which happen within a very small region where the trajectories intersect. In Fig. 22, left, a trajectory from Brussels Airport (EBBR) to New York, Newark Liberty International Airport (KEWR) and a trajectory from Frankfurt Airport (EDDF) to Charlotte-Douglas International Airport (KCLT) induce a conflict of the “continuous” type; and in Fig. 22, right, a trajectory from New York, Newark Liberty International Airport (KEWR) to Oslo Gardermoen Airport (ENGM) and a trajectory from Chicago O’Hare International Airport (KORD) to Rome, Leonardo da Vinci–Fiumicino Airport (LIRF) induce a conflict of the “spot” type.

The basic SCRSA algorithm (and all its modifications described in previous sections) applies shape modification maneuvers to the complete trajectories from their origins to the destinations (Fig. 4). This CR strategy could be reasonable for “continuous” conflicts, but seems to produce unnecessary deviations
in the case of “spot” conflicts. Indeed, one can expect that a “spot” conflict can be avoided by just a local trajectory deformation in the vicinity of the conflict, which would result in a smaller deviation from the initial WO trajectory. Thus, in this section, such local modifications are introduced and incorporated into the SCRSA.

In order to apply local trajectory deformations one first needs to identify the trajectory segment to be modified. In this study, a simple way to define such a segment is proposed: the segment to be modified (Fig. 23, top, right) consists of a continuous sequence of trajectory points, which completely covers all the conflict points of the trajectory (Fig. 23, top, left) with some margins (Fig. 23, top, right). The margins are needed to allow enough space to avoid conflicts at the extreme points. After the initial trajectory is modified within the defined segment (Fig. 23, top, right), the new obtained trajectory is evaluated over the number of conflicts with other trajectories from the set. As a result, some new conflict points for this trajectory may be identified (Fig. 23, bottom, left). Then the segment to be modified is extended to include these new points, again with some margins (Fig. 23, bottom, left). Thus, on the next step, the trajectory modification maneuver is applied to this new extended segment (Fig. 23, bottom, right), and so on. In this approach, with the progress of the CR algorithm, the segments to be modified for each of the trajectories involved in conflicts can only increase and never decrease. However, in many cases these segments remain relatively small, which reduces the impact of the modifications on the trajectory optimality, as it will be shown in the next section.
B. Conflict resolution with local maneuvers

The simulations presented in this section were performed for the flight sets with the EBFs and WBFs separated by FLs, and for the shifted 24-hour day interval, from 2100 UTC to 2100 UTC. The benefits of such data treatment were discussed in the previous sections. The CR was performed using the basic SCRSA and SCRSA/TW extended to account for the local maneuvers. These algorithms are referred to as SCRSAL and SCRSAL/TW, where “L” stands for “local maneuvers”. The conflict segment used to define the segment to be modified for a trajectory was given through the first point in conflict and the last point in conflict detected for this trajectory (Fig. 23, top, left). Each of the margins (Fig. 23, top, right) was selected to equal half of the conflict segment, but not to exceed the maximal margin size, which was adjusted in the simulations. The trajectory shape modification rate in this case was applied not to the complete trajectories, but to the trajectory segments to be modified. As in Section III, two shape modification rates were tested: $R_{\text{max}}=1\%$ and $R_{\text{max}}=0.5\%$. For $R_{\text{max}}=1\%$, the same maximal margin size was set in both algorithms, SCRSAL and SCRSAL/TW; while for $R_{\text{max}}=0.5\%$, different margins sizes were used. The results of the simulations are summarized in Table 8. Again, for the methods with TWs the number of iterations is given for the TWs 0100-0300 UTC, 1000-1200 UTC and 1100-1300 UTC.

The first observation that can be made from Table 8 is that all the conflicts were completely resolved for all the studied cases. Moreover, the results of SCRSAL and SCRSAL/TW are very similar in terms of trajectory length and cruising time increases and delays (compare results of the columns 2 and 3, and 4 and 5). Thus, none of the algorithms can be distinguished as advantageous for trajectory optimality. In terms of the computational time, SCRSAL still overcomes SCRSAL/TW almost by double. It is clearly seen for $R_{\text{max}}=1\%$ (columns 2 and 3). On the other hand, in the case of $R_{\text{max}}=0.5\%$, both algorithms seem to have equal execution time (columns 4 and 5). However, that is due to the fact that SCRSAL/TW applies larger margins and thus, has vaster search space, and converges to the minimum with more freedom.

Furthermore, one can easily notice that the parameter which affects the trajectory optimality is the shape deviation rate. On average, the trajectory length is doubled when using $R_{\text{max}}=1\%$ instead of $R_{\text{max}}=0.5\%$, and the average cruising time increase is about 1.5 times more. The maximum length and time increases are also greater for $R_{\text{max}}=1\%$. Thus, using a smaller shape deviation rate results in more efficient trajectories even if it may require increasing the margins in order to eliminate the conflicts. It is interesting to notice that the slight increase of the margins has almost no effect on the trajectory length and cruising time (compare columns 4 and 5, for example), while the margins length does affect the average length of

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>SCRSAL</th>
<th>SCRSAL/TW</th>
<th>SCRSAL</th>
<th>SCRSAL/TW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trajectory shape modification rate, %</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Maximal margins size, points</td>
<td>60</td>
<td>60</td>
<td>72</td>
<td>90</td>
</tr>
<tr>
<td>Number of days with conflict after CR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Average number of iterations to find a conflict-free solution</td>
<td>46.7</td>
<td>6.5/17.7/12.5</td>
<td>67.0</td>
<td>4.6/14.7/10.7</td>
</tr>
<tr>
<td>Average execution time to find a conflict-free solution, min.</td>
<td>6.0</td>
<td>11.0</td>
<td>9.2</td>
<td>8.2</td>
</tr>
<tr>
<td>Mean trajectory length increase, %</td>
<td>0.08</td>
<td>0.08</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>Maximum trajectory length increase, %</td>
<td>2.9</td>
<td>2.2</td>
<td>1.7</td>
<td>1.8</td>
</tr>
<tr>
<td>Mean cruising time increase, %</td>
<td>0.35</td>
<td>0.38</td>
<td>0.24</td>
<td>0.29</td>
</tr>
<tr>
<td>Maximum cruising time increase, %</td>
<td>4.1</td>
<td>4.4</td>
<td>3.4</td>
<td>3.9</td>
</tr>
<tr>
<td>Percent of deviated trajectories, %</td>
<td>43.3</td>
<td>43.0</td>
<td>43.3</td>
<td>42.6</td>
</tr>
<tr>
<td>Mean delay, minutes</td>
<td>6.0</td>
<td>6.3</td>
<td>6.0</td>
<td>6.2</td>
</tr>
<tr>
<td>Percent of delayed trajectories, %</td>
<td>38.3</td>
<td>39.1</td>
<td>38.5</td>
<td>38.6</td>
</tr>
<tr>
<td>Length of the modified segment, in percent to the initial trajectory length</td>
<td>Minimum, %</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>Average, %</td>
<td>55</td>
<td>63</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>Maximum, %</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>
the modified trajectory segments. As shown by the last three rows of Table 8, in the worst case, the modification is still applied to the complete trajectory: this is the case for the flights having their origin and destination airports just on the NAT border (e.g. a flight from New York, KJFK, to Amsterdam, EHAM). In the best case, however, only 2% of a trajectory is subject to deformation: this is the case of distant “spot” conflicts (Fig. 22, right). An example of the distribution of the segments length (in % to the initial trajectory length) for July 15th is shown in Fig. 24. It can be seen how this distribution moves towards the increase of the segments length with the increase of the margins. On average, the modified segments constitute from 50% to 70% of the initial trajectory length, and thus, it can be expected that the trajectory efficiency is better preserved in the case of local deformations compared to the complete trajectory deformations.

This last assumption is justified by comparing the results from Table 8 with those from Tables 6 and 7. The solutions yielded by the algorithms applying local trajectory modification maneuvers require noticeably less trajectory length and cruising time increases, and thus, they are closer to the initial WO trajectories. On the other hand, such solutions involve increased percentage of deviated and delayed flights (by 3% on average), and slightly increased departure delay (by half a minute on average). In Fig. 25, the solutions yielded by the SCRSAL (using $R_{max}=1\%$ on the left, and using $R_{max}=0.5\%$ on the right) for July 15th are displayed. One can see that these solutions are very similar, while it still can be noticed that the gap between EBF and WBF flows is a little bit smaller for $R_{max}=1\%$, which is due to larger deviations applied. On comparing Fig. 25 to Fig. 21 (resolutions given by SCRSA) and Fig. 4 (initial WO trajectories), one can also visually distinguish slight improvement in the trajectory shapes corresponding to local maneuvers.

However, while the solution quality is better when applying local maneuvers, the algorithm performance remains an issue. SCRSAL (as well as SCRSAL/TW) requires significantly greater amount of computations (see Tables 6, 7, 8), which is related to the increased number of iterations due to the more restricted search space on one side, and to the increased algorithm complexity on another side. However, the computational time of 10 minutes remains reasonable for strategic FP, which is performed far in advance. Thus, the approach with local modification maneuvers can be considered to be used for the CR in the NAT. Another advantage of this approach is that it limits the trajectory deviations in the domestic airspaces, as only the trajectory segments inducing conflicts in the NAT are to be modified. Thus, it has less of an impact on the FP process. The results from Tables 6-8 are summarized in Appendix C. The next section presents some additional results of the SCRSA and SCRSAL comparison.
other words, to resolve the conflicts and to minimize the trajectory deviations simultaneously. In this case, the objective function of the optimization problem, given by (1), is to be modified in order to account for these deviations. The following objective function was used in further simulations:

$$\min \sum C_t(z) + \alpha D(z) + \beta B(z)$$

(2)

Here, $C_t(z)$ is still the number of conflicts induced by the solution associated with the vector of decision variables $z$; $D(z)$ is the total departure delay, calculated as the sum of the delays $d^j$ over all the $N$ flights in the set; $B(z)$ is the total cruising time increase related to the trajectory shape modifications, also summarized over all the flights; and $\alpha$ and $\beta$ are user-defined weighting coefficients which permit to establish the trade-off between the optimized criteria. Some more details on this method can be found in [24]. The results of the CR with the objective function (2) are presented further in this section.

The simulations were performed for the flight sets with the EBFs and WBFs separated by FLs, and for the shifted 24-hour day interval, from 2100 UTC to 2100 UTC. The CR was performed using SCRSA and SCRSAL, extended to account for trajectory deviations. Further these algorithms are referred to as SCRSA/O and SCRSAL/O (where “O” stands for “optimization”). The coefficients $\alpha$ and $\beta$ were empirically set as following: $\beta = 1/600$, $\alpha = \beta/5$. This choice gives the highest priority to the CR criteria, which is most crucial, and the lowest priority to the departure delays, as they are considered less expensive than en-route trajectory deviations. Two shape modification rates were tested: $R_{\max}=1\%$ and $R_{\max}=0.5\%$. The results of these simulations are summarized in Table 9.

Examining Table 9, one can first notice that few conflicts still remain after the CR. It seems that there are more conflicts for $R_{\max}=0.5\%$ than for $R_{\max}=1\%$, and less conflicts for SCRSAL/O than for SCRSA/O. However, a definite conclusion cannot be made from these results as all the remaining conflicts are

Figure 25. Trajectory set on July 15th 2012 after conflict resolution with SCRSAL for shifted day interval 2100 UTC-2100 UTC, for 1% shape modification rate (left) and 0.5% shape modification rate (right).
stochastic in nature and differ from one test case to another; even the days, for which these conflicts are detected are different. Thus, the presence of the conflicts is most likely explained by the stochastic nature of the algorithm, and one can expect that by adjusting different algorithm parameters the complete resolution can be achieved. Moreover, as already mentioned in Section I.C, the presence of a small number of conflicts is not critical for strategic CR, as they are subject to uncertainties, and will be addressed at the pre-tactical and tactical stages.

In contrast to the previously discussed versions of SCRSA, the SCRSA/O and SCRSAL/O do not stop when a conflict-free solution is found ($C_z(\tau) = 0$) but continue the optimization in order to decrease other criteria, $D(\tau)$ and $B(\tau)$, until the maximum number of iterations is achieved. This maximum number was set equal to 459 for all the test cases. However, the total executional time is different. First of all, one can easily notice that SCRSAL/O requires about 1.5 times more computational time to fulfill the CR in comparison to SCRSA/O. That is due to the increased complexity of the algorithm when looking for the local maneuvers. Moreover, the CR with $R_{max}=0.5\%$ seems to be slightly longer than that with $R_{max}=1\%$, which is due to the more restricted search space for the case of smaller $R_{max}$.

The most interesting conclusions can be made looking at the last 7 rows of Table 9, as they reflect the resulting trajectory optimality. First of all, one can notice that the average trajectory length increase in these cases is negative, thus, the resulting trajectories tend to be more straightforward than initial WO ones. Further, it is easily seen that here again executing the algorithms with a smaller trajectory shape modification rate gives better results, especially in terms of cruising time increases (average as well as maximum). These increases are also noticeably smaller for the results of SCRSAL/O compared to those of SCRSA/O. This observation can be explained by using the local maneuvers from one side, and by deviating fewer trajectories from another side: indeed, the percent of deviated trajectories is less for the results of SCRSAL/O. On the other hand, the percent of delayed flights, as well as the average delays assigned to these flights, are larger for the results of SCRSA/O. This observation emphasizes the trade-off between delays and deviations when performing CR and is affected by the choice of $\alpha$ and $\beta$. The main result that can be formulated from Table 9 is that SCRSAL/O tends to provide better results in terms of trajectory optimality than SCRSA/O, but requires noticeably more computational time.

Some additional important conclusions can be made by comparing the results from Table 9, Table 6 (column 3), Table 7 (column 3) and Table 8 (columns 2 and 4). Obviously, the computations involving additional optimization criteria are slightly less efficient in terms of the CR, and require much more computational time (which is mainly related to the fact that the computations do not stop when a conflict-free solution is found). However, the produced results are noticeably better, especially in terms of cruising time increase, but also in terms of delays. The average delay, being about 5.5-6 minutes for SCRSA (and SCRSAL) is reduced to 4-4.5 minutes when using SCRSA/O (and SCRSAL/O), while the percent of delayed flights is not affected greatly. There is the possibility to further improve these results by adjusting accordingly the corresponding weighting coefficient ($\alpha$) in the objective function. However, this

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>SCRSA/O</th>
<th>SCRSAL/O</th>
<th>SCRSA/O</th>
<th>SCRSAL/O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trajectory shape modification rate, %</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Maximal margins size, points</td>
<td>-72</td>
<td>-90</td>
<td>-72</td>
<td>-90</td>
</tr>
<tr>
<td>Number of days with remaining conflicts</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>Total number of remaining conflicts</td>
<td>5</td>
<td>2</td>
<td>8</td>
<td>7</td>
</tr>
<tr>
<td>Number of iterations executed</td>
<td>459</td>
<td>459</td>
<td>459</td>
<td>459</td>
</tr>
<tr>
<td>Average executional time, minutes</td>
<td>24</td>
<td>37</td>
<td>27</td>
<td>40</td>
</tr>
<tr>
<td>Mean trajectory length increase, %</td>
<td>-0.08</td>
<td>-0.03</td>
<td>-0.08</td>
<td>-0.04</td>
</tr>
<tr>
<td>Maximum trajectory length increase, %</td>
<td>2.5</td>
<td>2.4</td>
<td>1.8</td>
<td>1.6</td>
</tr>
<tr>
<td>Mean cruising time increase, %</td>
<td>0.09</td>
<td>0.08</td>
<td>0.06</td>
<td>0.05</td>
</tr>
<tr>
<td>Maximum cruising time increase, %</td>
<td>4.9</td>
<td>3.7</td>
<td>2.9</td>
<td>2.6</td>
</tr>
<tr>
<td>Percent of deviated trajectories, %</td>
<td>48.4</td>
<td>46.8</td>
<td>48.9</td>
<td>47.6</td>
</tr>
<tr>
<td>Mean delay, minutes</td>
<td>3.9</td>
<td>4.7</td>
<td>4.2</td>
<td>4.5</td>
</tr>
<tr>
<td>Percent of delayed trajectories, %</td>
<td>37.5</td>
<td>39.9</td>
<td>38.7</td>
<td>39.5</td>
</tr>
</tbody>
</table>
improvement can be only achieved thanks to the trade-off with trajectory optimality. In the present study, the emphasis was made to minimize the cruising time increase, and thus the corresponding coefficient $\beta$ was set to be more important. More details on comparing the presented methods in terms of cruising time increase are provided in the next section.

D. Comparing of the CR methods in terms of trajectory optimality

The results concerning cruising time increase from Tables 6 (column 3), 7 (column 3), Table 8 (columns 2 and 4) and Table 9 are summarized and displayed in Fig. 26 (for average values increase on the top, and for maximum values at the bottom). One can easily see that the lowest average cruising time increase is obtained by the methods which include trajectory optimization; while the lowest maximum cruising time increase is obtained by the methods which perform local trajectory deviations. These results are not surprising, as local deviations limit the maximum length of the trajectory segments to be modified, while the CR with trajectory optimization (as it is developed in the present study) aims at minimizing the total cruising time (and not the maximum one).

In addition to this, one can observe that the improvement of the results in terms of cruising time increase is more noticeable for SCRSA/O (comparing to the SCRSA) than for the SCRSAL/O (comparing to the SCRSAL). Similarly, the improvement of the results by including the trajectory optimization in the CR is more noticeable when $R_{\text{max}}=1\%$ is used than when $R_{\text{max}}=0.5\%$ is used. To summarize, the following conclusions can be made from Fig. 26:

- The benefits brought by incorporating the cruising time increase criterion into the objective function, related with the significant increase of the computational cost, are less significant when the local maneuvers are applied than when the total trajectories are modified.

Figure 26. Comparing average (top) and maximum (bottom) cruising time increase obtained as a result of the CR with different methods.
• The benefits brought by incorporating local maneuvers, also related with the increase of the computational cost, are less significant when the trajectory optimization criteria are considered than when a simple CR is performed;
• The benefits brought by restricting the trajectory deviation with smaller shape modification rate, again related with the increase of the computational cost, are less significant when local maneuvers and/or trajectory optimization criteria are considered.

Thus, in order to choose the algorithm and the parameters most suitable for practical use, one needs to consider the trade-off between the benefits in terms of trajectory efficiency, and the penalties in terms of the algorithm complexity and computational time. The results of different strategic CR methods described above are summarized in Appendix C.

V. Pre-tactical conflict resolution

The next idea investigated in the present study explored whether the applicability of the developed strategic CD&R algorithm can be extended to cover the case of pre-tactical CD&R. Recall that the pre-tactical CD&R is performed a couple of hours in advance. That means that some conflicts may be detected and resolved before a concerned aircraft takes off, while others may only be detected between the aircraft already en-route. This section describes how the approaches presented in Section II.D for the CR with consecutive TWs and in Section IV for local trajectory deformation can be combined in order to perform pre-tactical CD&R.

A. Pre-tactical conflict resolution algorithm

Analogous to the SCRSA, the algorithm discussed in this section is referred to as PTCRSA (Pre-Tactical Conflict Resolution with Simulated Annealing). For a day of NAT traffic, the PTCRSA is executed consecutively for time periods with the duration equal to the pre-tactical time horizon. This is very similar to the concept of TWs discussed in Section II.D. To maintain the similarity, the pre-tactical time horizon was set equal to two hours, and the PTCRSA was relaunched each hour, which results in the overlapping time windows of 2-hours duration and 1-hour shift.

The PTCRSA is performed as follows. For each TW, the conflicts between the aircraft are detected only for the duration of this TW. Then, the attempt is made to resolve these conflicts by applying, similarly to the SCRSA, flight delays and/or trajectory deformations. However, the delays may only be applied to the flights which have not yet departed at the time when the PTCRSA is executed. Trajectory deformations, in their turn, can be applied to any flight, but the trajectory is restricted to be deviated only within the current TW (plus some margins). Once the CR is completed for the current TW, the obtained results are finalized. Then the PTCRSA is executed for the next TW, taking into account the results obtained from the previous step. Figure 27 displays an example of the trajectory shape modification procedure of the PTCRSA for the two consecutive TWs: TW1 with duration from t1 to t3, and TW2 with duration from t2 to t4, which overlap by the time period from t2 to t3. The trajectory is first modified during TW1 (Fig. 27, left), and the resulting trajectory becomes the initial trajectory for the next TW2 (Fig. 27, right). Note, that in Fig. 27, given as an example, the complete trajectory segment belonging to the current TW is modified. In the computational experiments, however, the segments to be modified can be also shorter as well as longer than the TW segments. More detail about this choice are given in the next section.

The PTCRSA seems to act very similarly to the SCRSA/TW: indeed, TWs and local trajectory deformations are applied in both cases. However, there are several important differences, which arise from the nature of the CR problem at the strategic and pre-tactical levels. Looking deeper at these differences helps to understand the PTCRSA functioning. This comparison is made in Appendix A.
B. Pre-tactical conflict resolution results

The simulations, presented in this section, were performed again for the flight sets with the EBFs and WBFs separated by FLs, and for the shifted 24-hours day interval, from 2100 UTC to 2100 UTC. First, the trajectory shape modification rate $R_{\text{max}}=1\%$ was used, as in previous sections. However, the results of the PTCRSA execution with this value turned out to be very poor, and are not included in this paper. As a consequence, the shape modification rate was increased to 5%. The results presented further were, thus, obtained with $R_{\text{max}}=5\%$.

As discussed in Appendix A, the PTCRSA is allowed to modify a trajectory only within the current TW (with some margins). Three different strategies to define the trajectory segment to be modified within a TW were considered. For the first and second strategies, the segment to be modified was given through the first detected point in conflict and the last detected point in conflict for this trajectory (as in Fig. 23, top, left), with some margins. Each of the margins was selected to equal the length of the conflict segment, with some limitations which were different for the two strategies. In the first case, the margins were limited by the predefined maximum margin size, in a similar way as described in Section IV.B. In the presented simulations, the maximum margin size was set to be 60 trajectory points, thus, this strategy is further referred as “margins 60”. In the second case, the maximal margin size limitation was waved. This strategy is further referred as “no margins”. However, in both cases, the margin in the beginning of the segment cannot spread beyond the beginning of the current TW, as a trajectory already flown cannot be modified. Finally, for the third strategy, the trajectory segment to be modified was simply equal to the trajectory segment covered with the current TW (as in Fig. 27), with a single margin at the end of the segment (not shown in Fig. 27), which was also set to equal 60 points in the simulations. This strategy is further referred as “whole TW”. Note that the segments to be modified in the “no margins” strategy are in general greater than those in the “margins 60” strategy, and smaller than those in the “whole TW” strategy. The results of pre-tactical CR with the three described strategies are presented in Table 10.

As already mentioned above, the results of the PTCRSA with $R_{\text{max}}=1\%$ were very poor. From Table 10 it can be seen, that even when significantly greater $R_{\text{max}}=5\%$ was used, the results are not perfect: in the best case, there are still 11 days (one third of the total number of days considered) and 31 TWs for which the conflicts were not completely resolved. The remaining amount of conflicts is relatively small, i.e. less than 1% from the initial number of conflicts. Moreover, the pre-tactical CR is not the last stage, and the remaining conflicts can be further addressed during the tactical CR. However, one can easily see that the performance of the PTCRSA is much worse compared to that of the SCRSAL/TW, which seems to act very similarly. That is more likely due to the difference in the search space for both algorithms (Appendix A).

The SCRSAL/TW detects the conflicts for the complete trajectory, and thus, can apply shape modification maneuvers to longer segments, while the PTCRSA is restricted to apply these maneuvers to the current TW only. On the other hand, the PTCRSA can deform the same trajectory within several TWs (Fig. 27), which gives additional flexibility to find the conflict-free solution. Thus, most likely, the main
difference in the algorithm performance comes from the way the departure time delay is applied. The PTCRSA cannot delay the flights that have taken off during one of the previous TWs, and this significantly limits the total number of flights which can be delayed. It can be seen from the last row of Table 10: for the PTCRSA, only 12-13% of flights received departure delays, while for the SCRSAL/TW (Table 8), this number was equal to 39%. The previous studies [24,36] already revealed that applying only the trajectory deformation maneuvers at strategic level does not provide enough flexibility to resolve all the conflicts: indeed, only about half of all conflicts were resolved in the simulations [24]. The present results for pre-tactical CR confirms this observation.

By further comparing the results from Tables 8 and 10 in terms of departure delays one can see that the delays are much greater on average for the PTCRSA: about 20 minutes against 6 minutes for the SCRSAL/TW. On one hand, that can be explained by the fact that the PTCRSA allows to delay fewer flights, and thus, each delayed flight would receive greater delay. On the other hand, that is also due to the fact that the maximum possible delay is greater for the PTCRSA. Indeed, the second row from the bottom of Table 10 shows that the maximum delays received by the flights were about one hour in this case. It could seem strange initially, as the maximum delay allowed for the CR within a single TW was still 30 minutes for the PTCRSA (as described in Section I.C). However, as the same flight can be modified within several TWs, some flights receive this delay twice. Imagine, as an example, a flight that is scheduled to depart at 0100 UTC and to enter the NAT at 0130 UTC. This flight is first considered for the CR within TW 0000-0200 UTC, some conflicts within the NAT may be detected for this flight, and as a result, it may be delayed by 30 minutes. Now it is supposed to depart at 0130 UTC and to enter the NAT at 2000 UTC. When the conflicts are resolved for the next TW, 0100-0300 UTC, the same flight can be delayed by 30 minutes in more. Thus, it will receive a total delay of 1 hour. If desired, the possibility of delaying a flight several times can be restricted in the algorithm.

Furthermore, from Table 8 it can be seen that not only the departure delay, but the trajectory length and cruising time increases are also greater for the PTCRSA, compared to those for the SCRSAL/TW from Table 8. However, the reason for this is quite obvious: the maximal shape deviation rate is 5 times greater for the simulations presented in this section. The total number of deviated flights, in its turn, is not greatly affected by the PTCRSA, and constitute about 46% against 43% for the SCRSAL/TW. The results from Tables 8 and 10 are summarized in Appendix C.

On comparing the strategies to define the trajectory segment to be deviated, one can easily see that the “margins 60” strategy is the worst in terms of conflict resolution, while the “whole TW” strategy is the best one. Thus, it seems that modifying longer segments gives more flexibility for the CR at pre-tactical level. On the other hand, the “whole TW” strategy gives the worst results in terms of trajectory optimality, which is also due to longer trajectory segments being modified; while the “margins 60” and “no margins” strategies produce very similar results. Thus, the “no margins” strategy definitively outperform the
“margins 60”. However, it is the “whole TW” strategy that was selected for further analysis, as it was estimated that the gain in the CR exceeds the loss in trajectory optimality in this case.

In this latter case, for the absolute majority of TWs the PTCRSA manages to resolve all the conflicts in just one iteration. In several rare cases this number exceeds 30 iterations. In the worst case, 66 iterations were performed with the execution time of about 7 minutes, which remains a reasonable time for the pre-tactical CR. There are 31 TWs for which the conflicts were not completely resolved, which constitutes about 4% from the total number of times the PTCRSA was executed. These results are detailed in Appendix B. It is possible to distinguish the periods that are the most difficult for the CR, which tend to be the periods from 0200 UTC to 0600 UTC corresponding to the night traffic peak, and from 1200 UTC to 1500 UTC corresponding to the day traffic peak (Figs. 15, 16). However, the exact TWs which are the most difficult for the CR differ a lot from one day to another. This observation brings to a conclusion that the occasional inability of the PTCRSA to resolve all the conflicts is most likely related to the particular traffic structure on the particular day and within a particular TW. Indeed, it might not be physically possible to safely separate several flights having very close or even identical trajectories without the option to delay one of these flights.

Initially the results of the computational experiments performed with the PTCRSA indicate that applying the developed SCRSA to the pre-tactical problem is not very efficient. However, the inefficiency mainly comes from the limitations of the search space, and not from the limitations of the algorithm. Indeed, for the majority of the executions, at least with the “whole TW” segment modification strategy, the PTCRSA provided a conflict-free solution in just one iteration. The cases where the algorithm fails are, very probably, the cases for which the solution does not exist given the problem constraints. Thus, it can be concluded, that using the trajectory shape modifications and ground delays (applied to a small portion of flights) only is not sufficient at pre-tactical CR stage, and some additional maneuvers should be applied, such as FL and speed changes, or airborne holdings.

C. Consecutive strategic and pre-tactical conflict resolution

As it was shown in Sections I-IV, strategic CR is extremely efficient. However, as strategic conflict resolution is performed far in advance, it has to deal with estimated environmental conditions, including forecast wind fields, which may differ significantly from the real winds experienced by the aircraft en-route, and desired departure times, which may not be strictly respected for multiple different reasons. All this implies that the flight prediction at the strategic level is affected by significant uncertainties. A detailed study on the influence of the forecast uncertainties to the SCRSA results can be found in [41].

One of the results obtained in [41] indicates that when a conflict-free solution yielded by the SCRSA is evaluated in different environmental conditions, a non-negligible number of conflicts may reappear. In particular, it was found that the results of the SCRSA are robust for about 70-75% of conflicts, while about 25-30% of conflicts tend to vary with the variations of wind fields. Thus, when performing strategic CR, one can expect that the obtained results are not final, and further, when the environmental conditions are known more precisely (e.g., 2 hours before the take-off), additional CR may be needed for the reappearing conflicts. That will be the turn for the pre-tactical CR to be executed. However, its results are not final either, and the tactical CR (which is not considered in the present study) may still be needed in some cases. Taking into account all these considerations, one may ask the question whether a strategic CR makes sense.

To answer this question, a two-stage CR was imitated in the current study: the strategic CR with uncertainties followed by the pre-tactical CR. In contrast to [41], the uncertainty at the strategic level was not considered explicitly here. Instead, for each of the studied days, several flight sets were obtained from the initial flight set of WO trajectories for this day, which induced a reduced number of conflicts comparing to the initial flight set. The results presented further here are given for the flight sets inducing 5%, 25% and 50% of conflicts from the initial number of conflicts. These sets were obtained as a result of the SCRSA execution (for separated EBFs/WBFs, with $R_{max}=0.5\%$, Section III.B), where the SCRSA was forced to stop when the desired number of reduced conflicts was achieved. For example, consider the
flight set obtained in this way with 5% of remaining conflicts. This flight set can also be seen as a conflict-free flight set evaluated in a slightly different environment, which results in the reappearance of 5% of the conflicts. These conflicts are then addressed at pre-tactical level, using the PTCRSA. The “whole TW” PTCRSA version with $R_{\text{max}}=5\%$ was used in these simulations. The obtained results are summarized in Table 11.

By comparing the results from Table 11 and column 4 from Table 10, one can clearly see that the lower the number of the initial conflicts for the pre-tactical stage of CR, the easier the CR is. First, fewer conflicts remain at the end of the PTCRSA execution. Second, the conflicts are not resolved for fewer TWs; and for the remaining TWs, fewer iterations are executed. Finally, fewer trajectory are deviated and delayed, and the average trajectory length and cruising time increases are also lower. Thus, the best results are obtained for the case when only 5% of conflicts remain as the input for the pre-tactical CR, which is not surprising. However, the results in the case of 25% of conflicts remaining after the strategic CR (which seems to be a realistic case taking into account varying winds [41]), are also much better than is the case when the pre-tactical CR is performed directly for the given WO trajectories. Even for the case when only 50% of conflicts are resolved at strategic level, the pre-tactical CR is still much easier and affects fewer flights. Thus, it can be concluded, that the strategic CR, even related with great uncertainties, is still advantageous and may help to reduce the workload at further levels of CR.

**Conclusion**

In the present study, the wind optimal (WO) trajectories in the North Atlantic oceanic airspace (NAT) were considered, and a strategic conflict resolution algorithm based on the simulated annealing metaheuristic (SCRSA) was presented. The SCRSA performs the conflict resolution (CR) simultaneously for all the flights within a 24-hour time period at the strategic level (before all flights take off) by applying two types of trajectory modification maneuvers: departure time delays and shape deformation for the complete trajectories. In the previous studies, the SCRSA had already demonstrated high efficiency by eliminating the majority of conflicts for the simulated 30 days of the NAT traffic. In this study, several modifications of the algorithm were developed and analyzed with the aim to improve the CR efficiency.

First, it was shown that the subdivision of the eastbound and westbound flights (EBFs and WBFs) into odd and even flight levels (FLs) correspondingly helps to eliminate the conflicts between the opposite-directional traffic flows. As a result, these flows can be treated separately. Several ideas of subdividing the original problem into subproblems of smaller sizes were then investigated, i.e. separate CR for EBFs and WBFs (SCRSA/EW); separate CR for FLs (SCRSA/FL); and consecutive CR for sliding overlapping time windows (TWs) (SCRSA/TW). All these modifications of the basic SCRSA produced equivalent results in terms of CR and trajectory optimality, measured mainly in terms of trajectory length and cruising time increases. The algorithm execution was indeed faster for each of the subproblems in these cases, however
the total execution times of the modified versions of the SCRSA exceed that of the basic versions. Thus, it seems, that the subdividing of the initial problem into subproblems does make sense if the parallel computations are available.

Next, the flight and conflict distributions over 24 hours of the day were analyzed, and it was found that a simple shift of the considered 24-hour time period may significantly simplify the CR. For example, on considering the flights within the time interval from 2100 UTC on the previous day to 2100 UTC on the current day (instead of the normal 0000-0000 UTC time interval), the CR is performed more efficiently and with less trajectory deformations. Several maximum trajectory shape modification rates were considered in the simulations, and it was shown that the lower this rate is, the closer the resulting trajectories are to the initial WO trajectories. On the other hand, with a decrease of the shape modification rate, the total execution time of the CR algorithm is in general increased.

Then, an attempt was made to further decrease the influence of the CR on the trajectory optimality. First, the local trajectory shape deformations (in the locality of conflict regions) were considered instead of the basic global deformations. The trajectories yielded by the CR algorithm applying local maneuvers (SCRSAL) are indeed closer to the initial WO trajectories than those obtained in previous cases. However, the execution time of the SCRSAL significantly exceeds that of the basic SCRSA. Second, the trajectory optimality criteria (total cruising time increase and total delay) were accounted for in the optimization in addition to the CR criterion. The corresponding versions of the CR algorithm (SCRSA/O and SCRSAL/O) yield very good results in terms of trajectory optimality, but they demand much more computation time. In general, the best results are produced by the algorithm which considers local trajectory deformations, trajectory optimality criteria (SCRSAL/O), and the lowest trajectory shape modification rate, but it this combination that is the most time-consuming. Thus, one should consider a trade-off between the CR, the trajectory optimality, and the computation time.

Finally, an attempt was made to adapt the SCRSA to the pre-tactical CR (performed 2 hours in advance). The pre-tactical CR algorithm (PTCRSA) is executed consecutively for overlapping time periods (or TWs), and the results of each execution are finalized for the corresponding TW. The PTCRSA does not allow the flights which are already en-route by the time it is executed for the current TW to be delayed. Thus, for the majority of cases, only the shape deviation maneuvers are applied. The resulting search space turned out to be not rich enough to allow complete CR. As a consequence, the efficiency of the PTCRSA was lower than that of the SCRSA, and several conflicts still remained, even in the case when the shape modification rate was chosen to be quite high. However, this inefficiency is related not to the algorithm itself, but to the modification maneuvers chosen. It could be further increased by applying additional maneuvers (such as speed and/or FL changes).

The PTCRSA was then applied to evaluate the reasonability of the strategic CR. The results of these simulations demonstrated then when a certain number of conflicts is reduced at strategic level, the following pre-tactical CR is easier and more efficient. Thus, the strategic CR, even with high uncertainties, helps to decrease the airspace congestion and complexity, and the developed methods with appropriately chosen criteria and parameters help to perform the strategic CR with high efficiency.

Future research should investigate whether allowing different trajectory modification maneuvers, such as flight speed or FLs changes, in addition to departure delays and trajectory geometrical shape deformations will increase the efficiency of the strategic, and especially pre-tactical, CR. It is also possible to expand the search space of the CR with local maneuvers by introducing the variables which will define which trajectory segment should be modified instead of using conflicted segments with constant margins. Finally, the most challenging task to be addressed in the scope of the strategic CR is incorporating the environmental uncertainties into the CR. While some work in this direction has already been done for the case of wind forecast uncertainties, other uncertainty sources, in particular, possible ground delays are to be considered in order to provide the flight planning which is robust regarding potential conflicts.
Appendix A. PTCRSA vs SCRSA/TW

Although the pre-tactical CR performed with the PTCRSA looks very similar to the strategic CR with local trajectory modification maneuvers and TWs performed with the SCRSAL/TW, there are several important differences between these methods. They are summarized below.

- The PTCRSA is executed at the pre-tactical level, which means that the results of its execution for each TW are finalized and considered as the results for this time period. The SCRSAL/TW is executed at the strategic level, and the results obtained for each TW are merged at the end to obtain the new trajectory set for the whole day of traffic. For the PTCRSA, using the TWs is driven by the nature of the problem, while for the SCRSAL/TW using TWs is just a method to simplify the problem by subdividing it into sub-problems.

- Each execution of the PTCRSA should be completed at the very beginning of the TW in order to rapidly provide the flights with new trajectories if necessary. The executions of the SCRSAL/TW for all the TWs should be completed in advance, before all the aircraft take off. As a result, the SCRSAL/TW execution time is less important, and even the time of 1-2 hours is acceptable at the strategic level. In contrast, for the PTCRSA, the executional time is a crucial parameter.

- A flight is detected and considered by the PTCRSA, executed for a particular TW, as soon as it departs within this TW. It remains in the consideration for the following TWs until it exits the NAT. For the SCRSAL/TW, a flight is detected for the first time only when it enters the NAT. In other words, the flight set treated by each execution of the PTCRSA consists of flights which are present in the airspace within the current TW, while for the SCRSAL/TW, this set consists of flights present in the NAT only.

- The PTCRSA detects conflicts between the considered flights only, and within the considered TW only, and it does not consider the traffic situation for the consecutive hours. The SCRSAL/TW also detects conflicts for the considered flights only, however the detection is made for the whole length of a considered trajectory. Thus, the SCRSAL/TW also detects conflicts which would happen during future TWs. In other words, the SCRSAL/TW uses the TWs only to select the subset of flights to be considered, and the CD&R is further performed globally, for the complete trajectories. The PTCRSA, in its turn, uses the TWs not only to select the set of flights, but also to perform local CD&R.

- The PTCRSA can act with trajectory deviation maneuvers on each of the considered flights in each of the TWs. That means that a flight, which was already deviated during the PTCRSA execution for the previous TWs, may be deviated again during the current TW. In its turn, the SCRSAL/TW uses the concept of “active” and “ongoing” flights, and allows the application of trajectory deviation maneuvers to active flights only, i.e. to the flights considered for the first time during the SCRSAL/TW execution. The flights, already considered in one of the previous TWs (on-going flights), are no longer to be modified during the current TW. Using this terminology, the PTCRSA allows to modify not only active but also the ongoing flights.

- The PTCRSA and the SCRSAL/TW both apply departure time delays in order to resolve conflicts. As the SCRSAL/TW is performed at the strategic level, all of the considered “active” flights may potentially receive the delay. The PTCRSA, in its turn, is performed at pre-tactical level, and some of the flights may already be en-route when it is executed. These flights can no longer be delayed on the ground; thus, they are excluded from the set of flights to which this maneuver can be applied. Note that the flights which departed before the current TW constitute a set of “ongoing” flights for the PTCRSA. Thus, the PTCRSA applies the departure delay to “active” flights only.

- The PTCRSA and the SCRSAL/TW both apply trajectory shape modifications in order to resolve conflicts. As mentioned above, the SCRSAL/TW modifies the trajectories of “active” flights only, while the PTCRSA can apply this maneuver to all the considered flights. However, the trajectory segment which the PTCRSA is authorized to modify is limited to the considered TW only. More precisely, this segment may be extended (if necessary) by some reasonable margins to the next
TW, but not to the previous one (as, evidently, the trajectory already flown cannot be modified). For the SCRSAL/TW, the segment to be modified is defined by the conflicted areas (Figure 23), but is not limited. Thus, the SCRSAL/TW may eventually modify longer segments, but these modifications are made during a single TW only (for which the corresponding flight is active). The PTCRSA, in its turn, tends to modify considerably shorter segments during a single TW, but the modifications within several TWs are allowed, which can superpose and accumulate, so that the final deviation can be greater than that of the SCRSAL/TW (Fig. 27).
Table B.1 displays the total number of iterations performed by the PTCRSA using the “whole TW” strategy for each of the 24 TWs and for each of the 30 days. Each row of Table B.1 corresponds to a particular day of traffic from July 2nd to July 31st. Each column corresponds to a particular TW, from TW 2100-2300 UTC on the previous day to TW 2000-2200 UTC on the current day. The numbers in the header of Table B.1 indicate the start time for each of the TWs. Each cell of the table contains the number of iterations performed at the “cooling” stage of the algorithm before a conflict-free solution is found, or a letter “N” in case if the conflict-free solution was not found. For the majority of TWs, all the conflicts are resolved in just one iterations. In several rare cases this number exceeds 30 iterations. In the worst case, 66 iterations were performed with the execution time of about 7 minutes. There are 31 TWs for which the conflicts were not completely resolved. It is possible to visually distinguish the periods that are the most difficult for the CR: from 0200 UTC to 0600 UTC, and from 1200 UTC to 1500 UTC.

Table B.1. Number of iterations performed by the PTCRSA (“whole TW”, 5% shape modification rate) to find a conflict free solution for 24 time windows and for 30 days of traffic.

|   | 21 | 22 | 23 | 00 | 01 | 02 | 03 | 04 | 05 | 06 | 07 | 08 | 09 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
|---|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|----|
| 2 | 1  | 1  | 1  | 1  | N  | N  | 2  | 1  | 1  | 1  | 1  | 1  | 2  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  |
| 3 | 1  | 1  | 1  | N  | 1  | 1  | 2  | 1  | 1  | 1  | 1  | 1  | 1  | 2  | 9  | N  | 1  | 1  | 1  | 1  | 1  | 1  | 1  |
| 4 | 1  | 1  | 1  | 1  | N  | 1  | 1  | 1  | N  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  |
| 5 | 1  | 1  | 1  | 1  | N  | 1  | 1  | 1  | N  | 1  | 1  | 1  | 1  | 2  | 1  | 1  | 1  | 1  | 1  | 1  | 1  |
| 6 | 1  | 1  | 1  | 1  | N  | 1  | 1  | 1  | N  | 1  | 1  | 1  | 1  | 1  | 2  | 1  | 1  | 1  | 1  | 1  | 1  |
| 7 | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  |
| 8 | 1  | 1  | 1  | 1  | 1  | 1  | 2  | 1 | 1 | 1 | 1 | 1 | 2  | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 9 | 1  | 1  | 1  | 1  | 1  | 1  | 2  | 6  | 2  | 1  | 1  | 1  | 1  | 2  | 2  | 3 | 1  | 2  | 1  | 1  | 1  | 1 |
| 10 | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 2  | 1  | 1  | 1  | 1  | 1  |
| 11 | 1  | 1  | 1  | 1  | 1  | 2  | 4  | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 2  | 5  | 7  | 2  | 8  | N | 1  | 1  | 1  |
| 12 | 1  | 1  | 1  | 1  | 1  | 2  | N  | 1  | N  | N  | 1  | 1  | 1  | 1  | 1  | 1  | 2  | 3  | 4  | 2  | 1  | 1  | 1  |
| 13 | 1  | 1  | 1  | 1  | 1  | 2  | 12 | 6  | 2  | 1  | 1  | 1  | 1  | 1  | 1  | 5  | 2  | 2  | 1  | 1  | 1  | 1  |
| 14 | 1  | 1  | 1  | 1  | 1  | N  | 1  | 1  | 4  | 1  | 1  | 1  | 1  | 1  | 4  | 2  | 3  | 3  | 0  | 1  | 1  | 1  |
| 15 | 1  | 1  | 1  | 1  | 1  | 2  | 1 | 2  | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 2  | 1 | 1 | 1 | 1 | 1 | 1 |
| 16 | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1  | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 17 | 1 | 1 | 1 | 1 | 1 | N | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 18 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 2 | 3 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 19 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 4 | N | N | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | N | N | 2 | 1 | 1 | 1 |
| 20 | 1 | 1 | 1 | 1 | 1 | 1 | 3 | 1 | 7 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 21 | 1 | 1 | N | 1 | 1 | 1 | 3 | N | N | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 3 | 6 | 6 | 2 | 1 | 1 | 1 |
| 22 | 1 | 1 | 1 | 1 | 2 | N | 1 | 1 | 5 | 1 | 1 | 1 | 1 | 1 | 1 | 2 | 1 | 1 | 1 | 1 | 1 | 1 |
| 23 | 1 | 1 | 1 | 1 | 1 | 1 | 22 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 2 | 1 | 1 | 1 | 1 | 1 |
| 24 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 3 | 1 | 1 | 1 | 1 | 1 | 2 | 2 | 1 | 1 | 1 | 1 | 1 |
| 25 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 26 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 27 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | N | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 28 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 2 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 29 | 1 | 1 | 1 | 1 | 2 | 2 | 9 | N | N | 21 | 1 | 1 | 1 | 1 | 2 | 8 | 2 | 1 | 1 | 1 | 1 |
| 30 | 1 | 1 | 1 | 1 | 2 | 5 | 1 | N | 1 | 1 | 1 | 1 | 1 | 1 | 4 | 2 | 2 | 1 | 1 | 1 | 1 |
| 31 | 1 | 1 | 1 | 1 | 1 | 2 | 3 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 2 | 1 | 1 | 1 | 1 | 1 | 1 |

37
## Appendix C. Conflict resolution methods summary

Table C.1 summarizes the results from Tables 6-10 for all CR methods discussed in this paper. These results are given for the simulations performed for the case when eastbound and westbound traffic flows are separated by FLs and for the shifted time period 2100-2100 UTC.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Traj. shape modification rate, ( R_{\text{mod}} )</th>
<th>Num. of days with conflict after CR</th>
<th>Total num. of conflict-free solutions over all days</th>
<th>Ave. num. of solutions before finding conflict-free solution</th>
<th>Ave. exec. time to find a conflict-free solution, sec.</th>
<th>Mean traj. len. incr., %</th>
<th>Max. traj. len. incr., %</th>
<th>Mean cruising time incr., %</th>
<th>Max. cruising time incr., %</th>
<th>% of deviated trajectories</th>
<th>Mean delay, minutes</th>
<th>% of delayed trajectories</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCRSA</td>
<td>1%</td>
<td>0</td>
<td>0</td>
<td>11.0</td>
<td>49</td>
<td>0.12</td>
<td>3.2</td>
<td>0.74</td>
<td>6.2</td>
<td>40.3</td>
<td>5.4</td>
<td>35.3</td>
</tr>
<tr>
<td></td>
<td>0.5%</td>
<td>0</td>
<td>0</td>
<td>19.2</td>
<td>105</td>
<td>0.05</td>
<td>2.0</td>
<td>0.44</td>
<td>4.7</td>
<td>41.3</td>
<td>5.7</td>
<td>36.5</td>
</tr>
<tr>
<td>SCRSA/EW</td>
<td>1%</td>
<td>0</td>
<td>0</td>
<td>4.2/6.9</td>
<td>69</td>
<td>0.13</td>
<td>3.3</td>
<td>0.75</td>
<td>6.3</td>
<td>40.5</td>
<td>5.4</td>
<td>35.0</td>
</tr>
<tr>
<td></td>
<td>0.5%</td>
<td>0</td>
<td>0</td>
<td>8.4/11.1</td>
<td>127</td>
<td>0.05</td>
<td>1.9</td>
<td>0.44</td>
<td>4.2</td>
<td>41.3</td>
<td>5.7</td>
<td>36.3</td>
</tr>
<tr>
<td>SCRSA/FL</td>
<td>1%</td>
<td>0</td>
<td>0</td>
<td>2.4/4.3/1.7</td>
<td>79</td>
<td>0.13</td>
<td>2.7</td>
<td>0.75</td>
<td>6.1</td>
<td>40.0</td>
<td>5.4</td>
<td>35.0</td>
</tr>
<tr>
<td></td>
<td>0.5%</td>
<td>0</td>
<td>0</td>
<td>5.0/9.6/4.0</td>
<td>150</td>
<td>0.06</td>
<td>2.0</td>
<td>0.45</td>
<td>4.6</td>
<td>41.4</td>
<td>5.6</td>
<td>36.0</td>
</tr>
<tr>
<td>SCRSA/TW</td>
<td>1%</td>
<td>0</td>
<td>0</td>
<td>1.5/2.1/1.5</td>
<td>156</td>
<td>0.13</td>
<td>2.8</td>
<td>0.73</td>
<td>5.7</td>
<td>40.7</td>
<td>5.7</td>
<td>36.2</td>
</tr>
<tr>
<td></td>
<td>0.5%</td>
<td>0</td>
<td>0</td>
<td>4.3/6.1/2.9</td>
<td>249</td>
<td>0.06</td>
<td>2.0</td>
<td>0.42</td>
<td>5.7</td>
<td>41.6</td>
<td>6.0</td>
<td>37.8</td>
</tr>
<tr>
<td>SCRSA/FL margins: 60</td>
<td>1%</td>
<td>0</td>
<td>0</td>
<td>46.7</td>
<td>360</td>
<td>0.08</td>
<td>2.9</td>
<td>0.35</td>
<td>4.1</td>
<td>43.3</td>
<td>6.0</td>
<td>38.3</td>
</tr>
<tr>
<td></td>
<td>0.5%</td>
<td>0</td>
<td>0</td>
<td>67.0</td>
<td>552</td>
<td>0.04</td>
<td>1.7</td>
<td>0.24</td>
<td>3.4</td>
<td>43.3</td>
<td>6.0</td>
<td>38.5</td>
</tr>
<tr>
<td>SCRSA/TW margins: 60</td>
<td>1%</td>
<td>0</td>
<td>0</td>
<td>6.5/17.7/12.5</td>
<td>660</td>
<td>0.08</td>
<td>2.2</td>
<td>0.38</td>
<td>4.4</td>
<td>43.0</td>
<td>6.3</td>
<td>39.1</td>
</tr>
<tr>
<td></td>
<td>0.5%</td>
<td>0</td>
<td>0</td>
<td>4.6/14.7/10.7</td>
<td>492</td>
<td>0.04</td>
<td>1.8</td>
<td>0.29</td>
<td>3.9</td>
<td>42.6</td>
<td>6.2</td>
<td>38.6</td>
</tr>
<tr>
<td>SCRASALO</td>
<td>1%</td>
<td>3</td>
<td>5</td>
<td>-</td>
<td>1440</td>
<td>-0.08</td>
<td>2.5</td>
<td>0.09</td>
<td>4.9</td>
<td>48.4</td>
<td>3.9</td>
<td>37.5</td>
</tr>
<tr>
<td></td>
<td>0.5%</td>
<td>5</td>
<td>8</td>
<td>-</td>
<td>1620</td>
<td>-0.08</td>
<td>1.8</td>
<td>0.06</td>
<td>2.9</td>
<td>48.9</td>
<td>4.2</td>
<td>38.7</td>
</tr>
<tr>
<td>SCRASALO margins: 60</td>
<td>1%</td>
<td>2</td>
<td>2</td>
<td>-</td>
<td>2220</td>
<td>-0.03</td>
<td>2.4</td>
<td>0.08</td>
<td>3.7</td>
<td>46.8</td>
<td>4.7</td>
<td>39.9</td>
</tr>
<tr>
<td></td>
<td>0.5%</td>
<td>4</td>
<td>7</td>
<td>-</td>
<td>2400</td>
<td>-0.04</td>
<td>1.6</td>
<td>0.05</td>
<td>2.6</td>
<td>47.6</td>
<td>4.5</td>
<td>39.5</td>
</tr>
<tr>
<td>PTSCRSA &quot;whole TW&quot;</td>
<td>5%</td>
<td>11</td>
<td>23</td>
<td>-</td>
<td>-</td>
<td>0.82</td>
<td>11.8</td>
<td>1.47</td>
<td>14.7</td>
<td>47.4</td>
<td>19.4</td>
<td>11.8</td>
</tr>
</tbody>
</table>

Table C.1. Conflict resolution results (separated EBFs/WBFs, shifted day interval 2100-2100 UTC).
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